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Abstract: We study the effectiveness of neural sequence models for premise selection in 
automated theorem proving, one of the main bottlenecks in the formalization of 
mathematics. We propose a two stage approach for this task that yields good results for 
the premise selection task on the Mizar corpus while avoiding the handengineered features 
of existing state-of-the-art models. To our knowledge, this is the first time deep learning 
has been applied to theorem proving.

• A demonstration for the first time that neural network models are useful for aiding in large scale automated logical reasoning 
without the need for hand-engineered features.
• The comparison of various network architectures (including convolutional, recurrent and hybrid models) and their effect on premise

selection performance.
• A method of sematic-aware "definition"-embeddings for function symbols that improves the generalization of formulas with 
symbols 

occuring infrequently. This model outperforms previous approaches at relaxed cutoff-threasholds.
• Analysis that shows that the neural network based premise selections models are complementary to those with hand-eingeered 
features and 

can be ensembled with previous results to produce superior results.

Dataset
The Mizar Mathematical Library (MML) is a corpus of formal mathematical proofs, containing 57,917 theorems from a wide 
varity of mathematical subjects. We worked with a version converted to first order logic in the TPTP format.
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